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The article deals with the problem of
mathematical training of students of pedagogical
higher education, in particular the question
of existing approaches to solving equations
of indirect measurements. It is revealed that
in Ukraine there is a need for rapid resolution
of specific professional tasks using a certain set
of information and communication technologies;
modern social demand for the professional
training of a teacher, in particular a mathematics
teacher who has a thorough professional
knowledge and has ICT, carries out his
professional activity.

A brief description of existing practical methods
for solving nonlinear equations was performed,
metrological support of iterative methods for
solving nonlinear equations with inaccurate
initial data was performed, modeling of the
behavior of iterative methods at different values
of the initial data and their errors were performed.
Programs have been developed that implement
the considered methods of root search, which
allow to solve metrologically justified nonlinear
equations of indirect measurements by means
of the Matlab package. Many physical quantities
cannot be measured directly. In such situation,
they use indirect measurements: they measure
what can be measured directly, and then
indirectly calculate the value of the desired value
using known laws and relationships. The task is
carried out in the computing unit of the measuring
system that implements indirect measurement,
and must also be subject to metrological control.
In such situation, it looks promising and relevant
to supplement the procedure for solving the
equation with inaccurate data with a subroutine
for estimating the error of its results. Such
systems are known and have spread in certain
areas of mathematics. Their use in metrology is
currently limited due to the weak accounting of
metrological specifics with existing approaches
to working with inaccurate data.

Key words: higher education, professional
training, future mathematics teachers, ICT,
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Y cmammi po3e/isiHymo rpo6siemy Mamemamuy-
HOI Ni020mosKU cmydeHmIB rnedazo2iyHo20 BULLLY,
30Kpema MUMaHHs1 HasiBHUX Mioxoois 00 PiLUeHHs!
PIBHSIHB HENPSIMUX BUMIPIOBaHb. Busig/ieHo, wjo 8
YKpaiHi e: HeOBXIOHICMb WBUOKO20 PO38 'A3yBaHHs
crieyuchiyHUX rpoghecitiHux 3aB0aHb i3 BUKOPUC-
MmaHHAM MesHo20 Habopy iHgbopMayitiHO-KOMY-
HiKayitiHux mexHos1oeit; cyyacHuli coyjasibHull
3anum Ha npogheciliHy Mi020moBKy BYUMESS,
30Kpema s4uUmesIsi Mamemamuku, SIKuli Mae rpyH-
mosHI ¢haxosi 3HaHHs1 ma Bos100ie IKT, 30ilicHIoe
CB0I0 MPOGYECILIHY Oisi/IbHICTIb.

BuKOHaHO Kopomkuti oruc npakmu4HuUX Memo-
0i8 BUPIWEHHSI HEJIHIUHUX PIBHSIHb, 30iUCHEHO
MemposoaidHUl Cynposid imepayitiHux memo-
0i8 BUPIWEHHSI HEJHIGHUX PIBHSHb 3 HEmoy-
HUMU BUXIOHUMU OaHUMU, BUKOHaHO MOOE/Io-
BaHHs1 MOBEOIHKU imepayiliHux memodis npu
PIBHUX 3HAYEHHSIX BUXIOHUX OaHUX i iX rMoXu6Ku.
Po3pob/ieHo npozpamu, Wo peasisyroms pos-
2/15Hymi Memoou rMowlyKy KOpeHis, siKi 0aromb
3Mo2y Mempo/io2iyHO 06rPyHMOBaHO BUPILIY-
Bamu He/lHItHI PIBHSIHHS HENPSIMUX BUMIPIOBaHb
3acobamu rakemy Matlab. bazamo hi3udHUX
BE/IUYUH He MOXymb Gymu suMipsiHi 6e3rnoce-
PEOHK0. Y makili cumyayji sB0arombcsi 90 Hernpsi-
MUX BUMIpIB: BUMIDIOIOMb Me, WO Moxe bymu
BUMIPSIHO 6€3r10CepedHLO, MOMIM BUMIPIOMb
3a BIOOMUMU 3aKOHOMIPHOCMAMU | 38’s13kamu,
064UC/TOHOMBb MOXUBKY 3Ha4YeHHS KIHYesol Be/u-
YUHU. BUKOHaHHSI 3as0aHHsi 30ilICHIOEMbCS B8
064uC/II0Bas/IbHOMY 6/10Ui BUMIPHOBa/IbHOI cuC-
memu, Wo peasisye HernpsiMe BUMIPIOBAHHS |
makox mae 6ymu riddaHe Memposio2iHHO20
KOoHMpos. Y makiti cumyayji nepcrekmusHUM
| akmya/ibHUM BUOaEMLCSI OOMNOBHEHHSI camol
rpoyedypu  BUPIWEHHS] PIBHSIHHA 3  Hemou-
HUMU OaHuMUu Miornpozpamord OYiHKU MOXUBKU
i pe3ysibmamig. Taki cucmemu BiOOMI i Maromab
MOWUPEHHST B8 NEBHUX 06/1aCMSAX MameMamuku.
3acmocysaHHsi Ix y Memposioaii HUHI 0bMexeHe
uepes cnabkutli 0671k MemposioeiyHoi crieyudiku
rioxodamu po6omu 3 HEMOYHUMU OaHUMU.
KntouoBi cnoBa: suwa ocsima, rpogpecitiHa
nidzomoska, MalibymHi s4umesi Mamemamuku,
IKT, Matlab.

Raising of the problem and its copulas with
important practical tasks. The calls of modern rate of
life testify to entering into the phase of informative society.
Such society is characterized by various information
sources and information itself. Realities of present
time confirm that formation of the system of knowledge
is not enough for successful professional and social
realization of personality. Necessary information can be
quickly found but ability to decide specific professional
tasks needs to be formed. Dynamic development of ICT
stipulated a social request for modernization of higher
pedagogical education, the aim of which is training of a
teacher, in particular teacher of mathematics who has
thorough professional knowledge and knowledge of
ICT, carries out the professional activity, deeply realizing
his pedagogical duty and social responsibility [1-2].
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Many government programs and projects are
dedicated to the problems of introduction of information
technologies in the sphere of education. So, Laws
of Ukraine “About Education” (2017), “About Higher
Education” (2018), “National Strategy of Development
of Education in Ukraine on a Period to 2021” (2013),
“Strategy of Development of Informative Society in
Ukraine” (2013), Conception of “New Ukrainian school”
(2016) aimed at ensuring the conditions for effective
use of modern computer technologies and improving
the educational process in all educational institutions,
including in higher pedagogical educational institutions.

Analysis of basic research and publications.
Problems of mathematics teacher training were
analyzed in the scientific works of M. Zhaldak,
M. Kovtonyuk, A. Kolmogorov, M. Protsovyty,
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Yu. Trius, O. Chashechnikova and others. Scientists
V. Bykov, L. Gryzun, M. Dushlyak, M. Zhaldak,
N. Morse, Y. Ramsky, O. Semenikhina, S. Semerikov,
and others investigate the problems of introducing ICT
into the educational process of training future teachers
of mathematics.

Consider using the Matlab package to solve the
indirect measurement equations. Many physical
guantities cannot be measured directly. In this
situation, indirect measurements are resorted to: they
measure what can be measured directly, and then, by
known patterns and relationships, indirectly calculate
the value of the desired value. From a mathematical
point of view, this problem is reduced to solving an
equation or system of equations with inaccurate data.
Its implementation is carried out in the computing unit
of the measuring system that implements indirect
measurement, and must also be subject to metrological
control. It is difficult to validate the procedure of solving
equations: many variants of input data (the results
of direct measurements coming from the measuring
channels of the system) cannot be overridden when
validated in any way; it is difficult to organize a sample
solution of the equations to evaluate the accuracy of
the obtained solutions, etc.

In such situation, it seems promising and relevant
to supplement the procedure for solving the equation
with inaccurate data by a subprogram for estimating
the error of its results. Such systems are known and
are widespread in certain areas of mathematics. Their
use in metrology is currently limited due to the poor
accounting of metrological specifics with existing
approaches to work with inaccurate data.

The purpose of this work is to develop techniques
for solving the equations of indirect measurements,
justified from a metrological point of view.

Presenting main material. For this purpose it
is necessary to supplement the iterative methods
of solving equations known from computational
mathematics in such a way that the obtained estimate
of the root would be accompanied by an estimate of
its error caused by the inaccuracy of the coefficients of
the equation (direct measurements). In this case, the
error estimates will be obtained simultaneously with the
solution of the equation for any set of raw data. There
are reasons to believe that estimating the error in the
process of solving equations will allow to terminate the
iterative procedure reasonably in agreement with the
accuracy of the initial data, which can lead to a gain
at run time.

Review of existing methods for solving nonlinear
equations in metrological problems. In practice, various
iterative methods (i.e., sequential approximation
methods) are used to find the root of the nonlinear
equation f(x)=0. To find a root using them, you
must first specify the approximate root value (initial
approximation) or the segment with the guarantee
containing the root, and then make a consistent

refinement of the approximate value to a given
accuracy. As a rule, the properties of these methods
are evaluated from the standpoint of computational
mathematics: they consider the speed of convergence
of methods, the computational complexities inherent
to them, etc. In this case, usually the properties of
the transformation of the error of the original data are
not used in the consideration and rational choice of
the method of solving the equations. Below is a brief
summary of the properties of popular solution methods
traditionally attributed to them.

One of the most common methods of finding the
roots of the equations in the measurement problems
is the Newton method and its modification (the
Newton-Rafson method, the secant method) [3-5]. Of
great importance when comparing the effectiveness
of different methods is the speed of convergence of
the iterative process to the root of the equation. The
higher it is, the faster the solution of the equation can
be obtained and, consequently, the result of indirect
measurement. The absolute errors of the estimates
of the root obtained during the iterative process on
two successive iterations are related to each other as
follows [5]: |x,,, - x*| < C|x, - x|, where Cisaconstant
(depending on the solved equation, on the method of
solution, on the initial approximation, etc.), x* is the
exact root of the equation, x, — k is the approximation
of the root (obtained in the k step), o is the exponent
that characterizes the rate of convergence (its large
values provide fast convergence). When choosing
an initial approximation in the vicinity of the root, the
Newton method provides a quadratic convergence
(a=2),whichisahighervelocity than other methods, and
that actually explains its popularity in practical use. The
Newton method requires an initial root approximation.
Typically, this task is entirely up to a user, which can
sometimes lead to difficulties. An unsuccessful choice
may result in the evaluation of the root of the equation
not being obtained at all. In addition to the difficulty
of choosing an initial approximation, the Newton
method has the disadvantage: the method requires
the calculation of a derivative of function f for each new
approximation of its root. If the function is complex,
there may be technical difficulties with differentiating
it: for example, additional calculations may be required
to reduce the computational efficiency of the algorithm.
In the Newton-Rafson method, only one value of the
derivative (at the point of initial approximation) is
calculated, which reduces the number of calculations.
Inthis case, the rate of convergence decreases to linear
[6]. Another related method of the Newton method of
finding the root of the equation is the method of secants,
which uses the average value of the derivative function
(estimated by finite differences). For this method, as
for the Newton method, the problem of choosing an
initial approximation is relevant. The convergence rate
is lower than that of the Newton method (the order of
convergence a=1.618) [7], but it is sufficient to provide
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the method with wide application. The Newton method,
the Newton-Rafson method and the secant method are
based on the local linearization of the function whose
root is to be determined.

One of the simplest methods for finding the
roots of nonlinear equations, which is not related to
estimating the value of derivatives, is the bisection
method (dividing the segment by half) [8]. This
method is rather slow, but it always converges with
a given accuracy (it guarantees the value of the
absolute error of estimating the root of the equation).
The half-division method has a linear convergence
rate (convergence order =0.5) [9].

The Muller method [10] uses a quadratic
interpolation of the values of the function f whose
root is sought, close to the root. The Muller method
has a super-linear convergence with an order of
convergence of o=1.8 [10]. The Muller method can be
used to search for multiple roots in which the analyzed
function y = f(x) does not intersect the x axis but only
touches it [5]: if x is the root of the equation f(x) = O,
then f’(x) =0.

The Muller method does not have as fast
convergence as the Newton method, but provides
a higher guarantee that the iterative process will
not disperse: the method never produces root
approximations beyond the original interval of its
localization. Thus, the method successfully combines
the useful properties of methods that approximate
the function f by linear approximation (the Newton
and the Newton-Rafson methods), but is free from
their drawback — the possible divergence. On the
other hand, the complexity of the method prevents its
widespread use in practical applications.

The methods considered are in principle suitable
for their properties (convergence rate, achievable
accuracy of the solution, etc.) for most metrological
problems, so they are often used in them (except
for the Muller method). In the following, questions of
computational mathematics related to the application
of methods of solving equations in practice will not be
considered in this paper.

Indirect measurement equations for most
metrological problems, as a rule, have a single root,
since the indirectly measured value of a physical
guantity has only one true value, uniquely related to
the coefficients of the solved equation. If there are
several roots (such can be in complex mathematical
models of indirect measurements), it is necessary
to set such initial conditions (initial approximation,
root localization interval) to select one specific root
of the equation. Generally used in metrology, the
functions f, which define the equations of indirect
measurements, are sufficiently smooth, monotone
curves that carry out an unambiguous mapping.
As a rule, when looking for their roots there are no
difficulties, except, perhaps, the choice of an initial
approximation.
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Below we consider in more detail how the methods
mentioned above estimate the roots of the equations.

The Bisection Method. Suppose that some function
f(x) is continuous and monotonic on a given segment
[a, b], and the equation f(x) = 0 has a unique root on
this segment. The latter means that the condition is
satisfied f(a)-f(b) < 0. The essence of the bisection
method is that in one step of its application, the segment
with the guarantee containing the root is narrowed in
half, the sequence of such steps leads to the fact that
the segment containing the root becomes as arbitrarily
narrow as possible. The midpoint of the segment at
each iteration can be considered an approximation of
the root value of the equation [11]. At each step, the
segment [a, b] is divided by half a point .= 2+% . Then
the values of the function f(a) and f(c) at the efids a and
c of the left half [a, c] of the original segment [a, b] are
compared. If the calculated function values satisfy the
condition f(a)-f(c)<0, then the left half-section contains
the root. Therefore, the right half-segment [c, b] can be
excluded from further consideration. If f(a)-f(c)>0, then
the left half-section [a, c] must be discarded (the root is
contained in the right half-section [c, b]). Both decision-
making options at each step of the bisection method
are illustrated in Fig. 1.
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Fig. 1. Bisection method for the function with root in
the right part and in the left part of the segment [a, b]

After eliminating the right or left half of the current
interval of localization of the root of the equation,
continue its division in half until the length of the
remaining interval [@", b"] becomes less than some
given small value ¢, i.e. |b" - a’| < 2-e. Then any
value from the segment [a, b] can be considered a
root with an error of not more than 2 €. Usually, the
middle of the segment is taken as the root estimate,
then ¢ is the limit of the absolute error of the root
estimate.

The Newton Method. Suppose that f(x) = 0 and the
initial approximation of x, to its root. In metrological
practice, the function f(x) is almost always real. It is
necessary to find the real root x*. Suppose that the
segment [a, b] (X, € [a, b]) contains a single root of the
equation, and there are continuous first and second
derivatives of f other than zero: f'(x) 20, f"(x) #0 . The
equation f(x) = 0 in the neighborhood of x, is replaced
approximately by an equation f(x,) + f (x,)*(x-x,) = 0,
the left part of which is the linear part of the expansion
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of the function f(x) into the Taylor series near the point
X,. From here the following approximations of the root
are expressed — the value x;. In the next step, the
function f is replaced again by a linear term of the
Taylor series already constructed near the point x;.
Thus, the calculation formula for the Newton method
for calculating the current approximation for the root
of the equation [12] is

_ S (%)

X = Xi f’(xlm)

The Newton method has a simple geometric

meaning (presented in Fig. 2): x, is the abscissa

of the intersection point tangent to the graph of the

function f(x) constructed at the point (x,_,, f(x,_;)), with
the abscissa axis.

k=12, (1)
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Fig. 3. The geometric meaning
of the modified Newton method

The Newton-Rafson Method. The Newton-
Rafson method is a modified Newton method. The
modification is to replace the derivative f'(x,) atthe
point x, in formula (1) with the derivative f* (x,) at
the point x,, i.e. we have f' (x,)= f' (x,). As a
result of this approximation, the following calculated
formula [6] is obtained:

N ACA e 2

X, =X, f'(xo)’m 0,1,2,... (2)

This method has the following geometric meaning:

tangents at points B,=f (x,) are replaced by straight

lines parallel to tangents to the curve y = f (x) at point
B, =f(x,) (illustrated in Fig. 3).

The advantage of this method over the Newton
method is that it is not necessary to calculate at each
iteration a derivative f'(x,).

The Secant Method. The secant method is also a
modification of the Newton method. In this method,
an approximate calculation of the derivative f'(x) is
performed in the neighborhood of the point xk by the
finite difference formula [13]:

£() = LS ) ©
X = Xpy
Substituting this expression into Newton's

formula (1.1), we obtain the calculated formula [11]:

OO C D 1C St 51 T S
f(xk) _f(xk—l)

The geometric interpretation of the secant method
is as follows: a secant one drawn through points (X,
f(xo)) n (x4, f(x,)), intersects the abscissa at x,, which
is determined by formula (4).

To start an iterative process using the secant method,
two initial approximations x, and x; must be specified.
In practice, usually the zero approximation X, is chosen
similarly to the choice of the initial approximation in the
Newton method, and a small number is chosen as the
point x;. X; = X, + € , where € — small number.

The secant method is slightly inferior to the Newton
method in convergence rate, but it does not require
explicit calculation of the derivative. Therefore, it is
especially useful when obtaining an analytical expres-
sion for a derivative is difficult or impossible.

The Muller Method. The Muller method is based
on the interpolation of the parabola of the values of
the studied function over its three points.

The idea of the Muller method is to approximate the
replacement of the function y = f (x) by a second-de-
gree interpolation polynomial (parabola) constructed
on three points X,,, X1, X,., and find the abscissa of
the intersection point of this parabola with the x-axis,
i.e. by solving the quadratic equation. Thus, the Mul-
ler method does not use a linear approximation, as in
the secant and the Newton methods, but a quadratic
one, which complicates the calculations and compli-
cates the search for the root of the equation in algo-
rithmic terms.

The calculated formulas for estimating the root of
the equation f (x) = 0 by the Muller method are the

following [8]:
2C ] 5)

Xie1 = X _(xk _xkl)(Bi ,—Bz—4AC
A=qf (x)-q(1+9) f (%) a"f (%),

B=02q+1)f(x)-(1+q) f(x. )+ a*f (%),
C=(1+q)f(x),

X — Xk

q= .
Xe1 = Xk
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The sign in front of the root is selected so that the
absolute value of the denominator is maximum.

Matlab/Octave  packages have developed
procedures that implement the following methods for
finding the roots of the equations (see Appendix).

The simulation was performed for the equation
from the problem of pollution propagation in
the external environment [13]: f(x)=e" -bx,
a, b — results of direct measurements, x is unknown
value (result of indirect measurements). The following
values: a=-0,49, b=2,00 were chosen as the results
of direct measurements. The rule of stopping the
iteration process in the form dopme |x,.,—X,|<E, was
also chosen, where the value of € is 10°. The initial
approximations are given by x,=0, x,=1, x,=0,5.
The interval for the bisection method is [0, 1]. The
sequences of the obtained root approximations,
where n is the iteration number and x, is the root
approximation value in step n.

The solutions obtained by different methods are
indicated as follows: 1 is the bisection method, 2 is
the Newton method, 3 is the Newton-Rafson method,
4 is the secant method, 5 is the Muller method.

The results of the calculations are presented in Table
1 (exact root value is x* = 0,409165).

The solutions obtained by different methods are
indicated as follows: 1 is the bisection method, 2 is
the Newton method, 3 is the Newton-Rafson method,
4 is the secant method, 5 is the Muller method.

The results of the calculations are presented in
Table 1 (exact root value is x* = 0,409165).

Table 1
Results obtained
Method ofl;ltl:;lt)i?)rns apprc?)g&tation

the bisection 34 0,409165
the Newton 4 0,409165
the Newton-Rafson 8 0,409165
the secant 5 0,409165

the Muller 4 0,409165

The obtained results show that the bisection
method converges for a much larger number of
iterations than the other methods (as noted in the
review); the Newton method and the Muller method
converged for the least number of iterations.
From the obtained results we can conclude that
the Newton method and the Muller method have
the best characteristics (fast convergence). The
simulation results are consistent with the theoretical
data (from the review) on the convergence rate of
the methods.

Conclusions from this study and prospects
for further exploration in this direction. The
introduction of computer technology into the teaching
process in higher education institutions corresponds
to the innovative processes that are taking place in
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Ukraine today in order to modernize the education
system.

The ability to effectively use ICT as afuture teacher
of mathematics in the professional development
process is an urgent problem that is being identified
by UNESCO, the European Council and others, both
governmental and non-governmental institutions.
This is due to the intensification of both school
education in general and mathematics education in
particular, the ever-increasing potential of computer
aids and, at the same time, the lack of effective use
of such facilities by teachers in their professional
activities.

Therefore, the application of the developed
practical skills to gain new practical experience,
which will make the mathematics education process
as effective and methodically diverse as possible,
the ability to analyze their own professional activity
in the efficiency of the use of computer technologies
of teaching mathematics leads to a conscious need
to acquire new knowledge in the field of using ICT in
learning math.

On the practical example of the solution of the
indirect measurement equations we have developed
the techniques for solving the indirect measurement
equations, justified from the metrological point of
view using the Matlab package. For this purpose,
iterative methods for solving the equations
known from computational mathematics were
supplemented, so that the obtained estimates of the
root are accompanied by an estimate of their error
caused by the inaccuracy of the coefficients of the
equation (direct measurements). In this case, the
error estimates are obtained simultaneously with the
solution of the equation for any set of initial data, which
allows to justify interrupting the iterative procedure in
accordance with the accuracy of the initial data, and
also leads to a gain at run time.
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